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Using 88 studies from 1980 to 2006, a meta-analysis compares risk instruments and other psychological measures on their ability to predict general (primarily nonsexual) violence in adults. Little variation was found amongst the mean effect sizes of common actuarial or structured risk instruments (i.e., Historical, Clinical, and Risk Management Violence Risk Assessment Scheme; Level of Supervision Inventory–Revised; Violence Risk Assessment Guide; Statistical Information on Recidivism scale; and Psychopathy Checklist–Revised). Third-generation instruments, dynamic risk factors, and file review plus interview methods had the advantage in predicting violent recidivism. Second-generation instruments, static risk factors, and use of file review were the strongest predictors of institutional violence. Measures derived from criminological-related theories or research produced larger effect sizes than did those of less content relevance. Additional research on existing risk instruments is required to provide more precise point estimates, especially regarding the outcome of institutional violence.
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Assessments of violence risk should play a central role in decision making pertaining to sentencing, release, case management, and the selection of rehabilitation methods to achieve risk reduction (Andrews & Bonta, 2006; Heilbrun, 1997). The ability to assess risk is facilitated by the use of structured, empirically derived, and theoretically driven instruments (Andrews, Bonta, & Wormith, 2006; Grove, Zald, Lebow, Snitz, & Nelson, 2000). Despite the availability of violence-specific risk tools and other measures associated with criminality and aggression, there are relatively few meta-analytic comparisons of their predictive validity for predicting risk, identifying risk-reduction targets, and monitoring changes in risk level. Comparisons of this nature are necessary to adequately inform professional practice parameters concerning the selection of instruments for inclusion in
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violence risk assessments. Thus, this study provided a meta-analytic appraisal of a wide range of instruments and methods used in the literature to inform estimates of violence risk in adult offenders and forensic patients.

Tools for assessing risk have undergone various modifications in the past 50 years. First-generation risk assessment, arising in the mid-20th century, was based on unstructured clinical judgments of risk that were prone to error and bias (Grove et al., 2000; Monahan & Steadman, 1994; Rice, 1997). In light of these limitations, second-generation risk instruments offered a standardized assessment that was based on constructs statistically predictive of recidivism (e.g., criminal history, Diagnostic and Statistical Manual of Mental Disorders diagnoses). Examples of second-generation tools are the Violence Risk Assessment Guide (VRAG; Harris, Rice, & Quinsey, 1993) and the Statistical Information on Recidivism (SIR; Bonta, Harman, Hann, & Cormier, 1996). Some of these measures were criticized because their items were selected with little regard for their theoretical or rehabilitative value (Bonta, 2002). In addition, despite the fact that some second-generation instruments demonstrate fairly good predictive validity (e.g., $r = .30$ to $.35$; Bonta & Yessine, 2005; Gendreau, Little, & Goggin, 1996; Glover, Nicholson, Hemmati, Berfeld, & Quinsey, 2002; Loza & Green, 2003; Polvi, 2001), they are mainly composed of static risk items (Andrews & Bonta, 2006). Static risk factors are unchangeable (e.g., criminal history, age, gender). Sole reliance on static factors for risk assessment has been criticized because these factors do not capture the complexity of recidivism, do not permit measurement of changes in risk over time, and fail to identify areas for intervention (Andrews, Bonta, & Hoge, 1990; Hoge & Andrews, 1996; Wong & Gordon, 2006).

In contrast to second-generation measures, third-generation risk instruments emphasized the need for prediction models to not only predict risk but to also inform the identification of criminogenic needs that could be targeted for change as a means of reducing risk (Andrews et al., 2006; Bonta, 2002). Common examples are the Level of Supervision Inventory–Revised (LSI-R; Andrews & Bonta, 1995); Historical, Clinical, and Risk Management Violence Risk Assessment Scheme (HCR-20; Webster, Douglas, Eaves, & Hart, 1997); and Self-Appraisal Questionnaire (SAQ; Loza, 2005). These instruments included empirically supported risk factors, but item selection was more deliberately driven by theoretical understandings of persistent criminality and violence (i.e., social learning and cognition theories, the principles of risk-need-responsivity) than were second-generation measures (Andrews & Bonta, 2006; Gendreau, Goggin, French, & Smith, 2006).

Third-generation measures also included dynamic risk factors, which are risk factors that are variable in nature and can change with time or with the influence of social, psychological, biological, or contextual factors (e.g., intervention; Douglas & Skeem, 2005). Examples of such malleable risk factors (i.e., criminogenic needs) are substance use, interpersonal conflict, and antisocial attitudes. A meta-analysis by Gendreau et al. (1996) demonstrated that dynamic risk factors were as useful as static factors were in predicting risk. This finding encouraged the view held by some researchers that dynamic risk factors may even be more relevant than static factors when the focus is on risk reduction (Andrews, 1989; Douglas & Skeem, 2005; Heilbrun, 1997). The advantage of using instruments that assess dynamic risk factors is that they are sensitive to changes in risk that might occur with time and/or as a result of rehabilitation (Andrews & Bonta, 2006; Heilbrun, 1997). However, it should be noted that some dynamic risk factors are best described as “potential” dynamic risk factors (e.g., accommodation problems) until
additional research confirms their individual links to fluctuations in recidivism risk level (see Brown, St. Amand, & Zamble, 2009).

The latest evolution in risk instruments (i.e., fourth generation) are those specifically designed to be integrated into (a) the process of risk management, (b) the selection of intervention modes and targets for treatment, and (c) the assessment of rehabilitation progress (Andrews & Bonta, 2006; Andrews et al., 2006). These instruments are administered on multiple occasions and are particularly informative because they document changes in specific criminogenic needs that might occur between an offender’s entrance into the criminal justice system through his or her exit from the criminal justice system. Fourth-generation instruments are intended to identify areas of success within a case management plan as well as areas in which intervention strategies need to be modified to maximize their potential for risk reduction. Examples are the Level of Service/Case Management Inventory (LS/CMI; Andrews, Bonta, & Wormith, 2004), Violence Risk Scale (VRS; Wong & Gordon, 2006), Correctional Offender Management Profile for Alternative Sanctions (COMPAS; Brennan & Oliver, 2000), and Correctional Assessment and Intervention System (CAIS; National Council on Crime and Delinquency, 2004). Notably, few of these measures have sufficiently available prospective validity data.

With significant growth in risk research, many instruments have been advocated for use in the assessment of violence risk. These measures range from tools specifically designed to predict violence (e.g., Violence Prediction Scheme [VPS; Webster, Harris, Rice, Cormier, & Quinsey, 1994] and HCR-20 [Webster et al., 1997]), to measures that predict specific types of violence (e.g., Spousal Assault Risk Assessment Guide [SARA; Kropp, Hart, Webster, & Eaves, 1995]), to measures that assess personality constructs related to violence (e.g., Psychopathy Checklist–Revised [PCL-R; Hare, 2003]), and to measures designed to assess general recidivism (e.g., LSI-R [Andrews & Bonta, 1995]). Thus, professionals have access to a variety of tools to inform their predictions of violence risk.

With this variety in tools, the issue confronting a professional is “Which of these instruments should I use?” Complicating the answer to this question is the fact that there are differing administration methods of assessment within this array of instruments (e.g., paper-and-pencil vs. professional-rated forms; file review vs. interview) and they can vary in content (e.g., measure a single risk-related construct vs. multiple constructs). The diversity in both the administration format and content may lead some assessors to use multiple measures to generate a consensus estimation of risk (Doren, 2002). This practice can be problematic. Mills and Kroner (2006) used the PCL-R, LSI-R, VRAG, and the General Statistical Information on Recidivism (GSIR) to predict postrelease violence and general recidivism. For most offenders, there was agreement in the standardized risk scores generated for each of these instruments, but predictive accuracy was substantially reduced for cases with a high level of disagreement between instruments on their standardized risk scores. The challenges associated with formulating risk judgments based on several risk instruments highlight the need for research that identifies the most appropriate risk instrument(s) for a given offender population, forensic setting, and assessment purpose (see also Seto, 2005).

PREVIOUS META-ANALYTIC COMPARISONS OF RISK INSTRUMENTS

A number of individual studies have compared the relative utility of risk instruments for the prediction of violence in adults (e.g., see Dahle, 2006; Douglas, Yeomans, & Boer,
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2005; Glover et al., 2002; Grann, Belfrage, & Tengström, 2000; Kroner & Loza, 2001; Mills & Kroner, 2006; Rice & Harris, 1995). Given the variation across these prediction and comparison studies in terms of such factors as sample characteristics, setting, and definitions of outcome, it is not surprising that it has been virtually impossible to identify a dominant violence risk measure. In fact, much of the variation across prediction studies may be due to sampling error, which, according to Hunter and Schmidt (2004), is the major source of variation in prediction studies. One means of addressing this issue is to conduct meta-analyses, which statistically culminate primary study data to better estimate true population parameters.

Four meta-analyses of the risk-prediction literature have provided a comparison of various instruments used in the assessment of risk in adults. In the first analysis, Gendreau et al. (1996) compared the LSI-R, PCL-R, Salient Factor Score (Hoffman, 1983), Wisconsin Classification System (Baird, 1981; Baird, Heinz, & Bemus, 1979), and Minnesota Multiphasic Personality Inventory (MMPI; Hathaway & McKinley, 1967) in the prediction of general recidivism across 131 primary studies. Although each instrument was moderately predictive, the LSI-R produced the strongest effect size. Subsequently, Gendreau, Goggin, and Law (1997) compared the LSI-R, MMPI, “other” risk measures, and non-MMPI measures of antisocial personality as predictors of an aggregate criterion of violent and nonviolent institutional misconducts. The LSI-R produced the highest predictive validity and outperformed the other measures. A third meta-analytic comparison by Gendreau, Goggin, and Smith (2002) focused specifically on the prediction of violent recidivism and found that the LSI-R had a slight advantage over the PCL-R. Other risk measures were not assessed by Gendreau et al., thus, it is unclear whether other instruments would perform on par with the LSI-R and PCL-R for violent risk prediction. Moreover, all of the above meta-analyses were concerned with a limited number of risk-related instruments and are in need of updating given the availability of additional primary studies since their publication.

More recently, Walters (2006) meta-analytically compared an aggregate category of selected structured/actuarial risk instruments (i.e., HCR-20, LSI-R, PCL-R, VRAG, and the Lifestyle Criminality Screening Form created by Walters, White, & Denney, 1991) with a number of self-report measures often used in risk judgments for institutional misconduct, general recidivism, and violence. Some of these self-report measures were specific to risk prediction (e.g., Psychological Inventory of Criminal Thinking Styles [PICTS; Walters, 1995, 1996] and Self-Appraisal Questionnaire [SAQ; Loza, 2005]), whereas others reflected general clinical constructs relevant to an individual’s general personality and emotional functioning (e.g., NEO Personality Inventory–Revised, Multidimensional Anger Inventory, Beck Hopelessness Scale). Walters’s findings supported the predictive validity of self-report measures in risk assessment but only if these instruments were based on constructs that were empirically tied to risk (e.g., antisocial attitudes). Walters suggested that the integration of content-relevant self-report measures with actuarial/structured risk instruments could add to the validity of risk assessment. Unfortunately, only a select number of structured/actuarial risk instruments were coded in Walters’s meta-analysis, and their individual predictive validities were not reported. In addition, only nine effect sizes were available to compare the aggregate category of structured/actuarial methods with self-report measures in terms of their ability to predict violent recidivism. Across these nine effect sizes, the mean effect was larger for the structured/actuarial measures than for the
general category of self-report measures. A larger database that encompasses a greater range of measures is required to replicate Walters’s findings.

In summary, many advances have been made in the assessment of risk in adults. Nonetheless, uncertainty remains concerning the most appropriate instruments for the prediction of violence given variations in item content, purpose and format, and administration method. Only a few meta-analyses (i.e., Gendreau et al., 1997; Gendreau et al., 1996; Gendreau et al., 2002; Walters, 2006) have been conducted to synthesize this literature for professionals, and none of these has been sufficiently comprehensive in its estimation of violence risk. A synthesis of this nature is timely given that very few correctional psychologists report using instruments empirically supported as relevant to the task of risk estimation (see Boothby & Clements, 2000). Thus, the primary objective of the current meta-analysis was to determine which instruments function most effectively as valid predictors of future violence (primarily nonsexual) within prison settings and in the community. Four secondary objectives of this meta-analysis were to compare the predictive utility of risk measures depending on which generation they represented, the type of items (static vs. dynamic), their method of administration, and their content relevance to corrections. With this information, guidelines can be generated to assist with the selection of risk instruments.

METHOD AND PROCEDURE

DESCRIPTION OF DATABASE

An electronic literature search was conducted via EBSCO databases (Academic Search Elite, PsycARTICLES, and PsycINFO). Key search terms included (a) assessment-related terms (e.g., actuarial, clinical, prediction, LSI-R, PCL-R), (b) terms related to the offender population (e.g., adult offender, prisoner, parolee), and (c) terms related to violent outcomes (e.g., recidivism, misconduct). Unpublished data were requested via an e-mail sent to 33 researchers and 23 research centers known to conduct risk research. Additional studies were added via reviews of article reference sections. The search was restricted to studies conducted between 1980 and 2006. Inclusion criteria required that primary prediction studies (a) were truly prospective in nature (i.e., assessment preceded the measurement of outcome), (b) involved adult general offender or forensic patient (i.e., sample mean of 18+ years at time of assessment), and (c) reported sufficient data to calculate an effect size (e.g., Pearson r; Phi coefficient Φ) between the prediction measure and violent misconduct or recidivism outcomes; prison or probation studies were included regardless of length of follow-up but we included only postrelease recidivism studies that had at least a 6-month follow-up period. For each study, data from the largest sample, longest follow-up period, and most specific type of criterion (i.e., conviction vs. arrest) were recorded. To avoid redundancy with Hanson and Morton-Bourgon’s (2007) recent meta-analysis on the predictive validity of risk instruments for sexual and violent recidivism in sex offenders, this analysis excluded studies using samples that were exclusively of sex offenders. Likewise, instruments designed specifically to assess sexual recidivism were not included. Thus, studies included in the meta-analysis pertained almost exclusively to nonsexual offenders and forensic patients with nonsexual violent outcomes. It is estimated that sex offenders contributed only 2% of the total sample size for the predictors in the current meta-analysis.
The data set contained 88 coded studies reporting on various risk measures predicting institutional violence \( (k = 76) \) and violent recidivism \( (k = 185) \) in adults. Most of the data set was based on studies published in books, journals, or government reports (63.1%) that were primarily conducted in North America (60% Canadian and 24.8% American). Authors were largely academically affiliated (51.3%) and from the discipline of psychology (85.4%). The sample sizes for the predictors were 232,790 for institutional violence and 40,944 for violent recidivism. The majority of the data set (81.3% collapsed across outcomes) represented male-dominated samples. Samples representing general offender populations produced 63.9% of effect sizes, and the remainder were based on forensic psychiatric (30.7%) and mixed (5%) samples. Institutional violence effect sizes were based on an equivalent percentage of general offender (50.7%) and forensic samples (49.3%), and most violent recidivism effect sizes were from general offender samples (70.0%).

Overall, almost half of all effect sizes were drawn from samples coded as being of a low or moderate risk level (43.6% for institutional violence and 44.0% for violent recidivism), whereas only 7.5% came from high risk samples. Fewer than 3% were from mixed risk samples and 2.1% could not be coded on risk level because of insufficient information. Predisposition for violence among offenders could not be assessed with any degree of certainty across studies because information about previous/index violent offenses was not reported for more than half of the obtained effect sizes (67.6% of institutional violence outcomes and 56.0% of violent recidivism outcomes). The mean base rate for major institutional violence (excluding verbal threats) was 25.84% \( (SD = 13.61) \) and was 21.73% \( (SD = 12.99) \) for violent recidivism. Only 39.4% of institutional violence effect sizes were based on follow-up periods of greater than 1 year and most community-released offenders were followed from 2 to 5 years (41.7%). The most common index of institutional misconduct was official prison records (74.7%); rearrest, reconviction, and reincarceration were the most common violent recidivism indices (72.2% of effect sizes). In nearly all studies (97.0%), violent recidivists were compared to an aggregate group of offenders (i.e., offenders who did not reoffend at all combined with those who may have nonviolently recidivated).

Although studies examined more than 70 different risk measures in total, only instruments with \( \geq 10 \) effect size estimates per outcome of interest will be reported to emphasize individual instruments for which the greatest amount of data were available. These instruments included the HCR-20 \( (k = 11 \) for misconduct; \( k = 11 \) for recidivism), LSI/LSI-R \( (k = 19 \) for recidivism), PCL/PCL-R \( (k = 24 \) for recidivism), SIR scale \( (k = 17 \) for recidivism), and VRAG \( (k = 14 \) for recidivism). Some instruments with \( \leq 10 \) effect sizes are reported, but their predictive validities should be interpreted cautiously. Most effect sizes were based on risk assessment methods that involved only the use of file extraction methods (52.2% of effect sizes), followed by self-report questionnaires (17.4%), a combination of interview and file review (16.5%), only an interview (11.2%), or staff behavioral observations (1.8%). Most effects were based on measures containing potentially dynamic (51.9%) or static (34.9%) risk items, whereas 8% were derived from measures using relatively equal numbers of static and dynamic items. For almost 5% of effect sizes, their static or dynamic item composition could not be determined. The vast majority of effect sizes (85%) were based on measures rooted in a theory of criminal behavior and/or created specifically for use as a criminal risk instrument. Fewer than 3% were coded as first-generation methods of risk assessment, and the sample was relatively split between second- (52.3%)
and third-generation measures (42.3%). Only 2.5% of the data were from fourth-generation instruments.

CODING OF STUDIES

The descriptor, predictor, and outcome data were gathered from studies using a coding guide created for this current analysis. Major coded categories included (a) study and author characteristics (e.g., type of publication, author affiliation, publication year), (b) sample variables (e.g., ethnicity, gender, offender type), (c) risk assessment descriptors (e.g., name of measure, administration method, item content), and (d) effect size descriptors (e.g., type of outcome, calculated effect size). In accordance with previous definitions used in the literature (see Andrews et al., 2006; Bonta, 2002), each identified instrument was coded as to its most relevant generation of risk category. A list of instruments coded under each generation can be obtained from the first author, as can a copy of the entire coding manual. All studies were coded by S. French. Interrater reliability was established using a randomly selected sample of 15 studies, blindly coded by a second experienced coder. Using the Yeaton and Wortman (1993) formula, \[ \frac{\sum(\text{agreements})}{\sum(\text{agreements} + \text{disagreements})}, \] the index for agreement was .82. The source of disagreements concerned less obvious sample characteristics (i.e., determination of sample risk level) and aspects of the nature of a particular risk instrument (i.e., type of item content, generation of risk instrument). Disagreements most often resulted from a misunderstanding or a clerical error when entering item codes. The two raters discussed disagreements and a consensus coding was achieved for those items prior to analysis.

EFFECT SIZE CALCULATION

For the rationale behind this study’s approach to meta-analysis, the reader is referred to Gendreau and Smith (2007). Correlation coefficients were recorded for each measure’s predictive validity with institutional violence and recidivism outcomes. Where statistics other than \( r \) were reported (i.e., \( F, t, \chi^2, p, AUC \)), we employed the appropriate formula for conversion to \( r \) (see Rosenthal, 1991; Swets, 1986). In light of generally low base rates for violent institutional misconduct and recidivism, it was necessary to consider this potential influence on effect sizes.\(^1\) Correlation coefficients were adjusted using Ley’s (1972) formula: 
\[
\hat{r} = \frac{[(r_{xy})(\bar{\delta}_x/\delta_x)]}{[1 - (r_{xy}^2 + (r_{xy}^2)(\bar{\delta}_x^2/\delta_x^2))^{1/2}],}
\]
where \( r_{xy} \) was the observed correlation, \( \bar{\delta}_x \) was the observed standard deviation of the base rate, \( \delta_x^{-1} \) was the average standard deviation based on the average base rate for studies in the analysis, and \( r_x^{-1} \) was the corrected correlation. The standard deviation of the base rate was calculated using the formula 
\[
\delta = \left[\frac{pq}{(N)(N-1)}\right]^{1/2},
\]
where \( p \) was the number of participants who were institutional or community recidivists, \( q \) was the number of participants who were institutional or community nonrecidivists, and \( N \) was the total sample size.

The primary metric used to estimate and interpret the magnitude of the relationships between each risk predictor category and institutional violence and recidivism outcomes was the mean \( r \) value \( (M_r) \) weighted by sample size \( (Z^+; \) see Hedges & Olkin, 1985), along with its associated 95% confidence interval \( (CI_{r}) \). Although \( M_r \) is reported in Tables 1 through 5, interpretation of relationships was based on the mean \( Z^+ \) values and their associated \( CI \)s. The \( CI \)s were used to interpret whether mean effect sizes from different variables (e.g., different risk measures) were likely drawn from the same population parameter. If
there was no overlap at all between the CIs for any two mean effect sizes, or the CIs just touched, then these two effects would be interpreted as representing different population parameters. This criterion is equivalent to statistical significance of $p < .006$ as long as the sample size was $\geq 10$ and the width of the CIs did not vary by more than a factor of two (Cumming & Finch, 2005). When two CIs overlapped by no more than one quarter of the average length of the two intervals, then these mean effects were also interpreted as representing two different population parameters and were statistically different at approximately $p \leq .05$ (Cumming & Finch, 2005). Overlap in CIs exceeding the above criteria meant that the mean effect sizes likely represented the same population parameter, and, therefore, were not statistically different from each other. A second use of CIs was to reflect the precision of effect size estimates, which was judged by noting the width of the CI (i.e., narrower intervals indicate a more precise estimate of a population parameter than do wider intervals; Cumming & Finch, 2001; Gendreau, Goggin, & Smith, 2000; Schmidt, 1996).

**EFFECT SIZE HETEROGENEITY**

Effect size variability was assessed using the $Q$ statistic (Rosenthal, 1991). For each effect size, a $q$ value was calculated using the following formula: $(n - 3)(z'_r - Z')$, where $n$ was the total sample size per effect size; $z'_r$ was the standardized $r'$ value per effect size; and $Z'$ was the sample-weighted $M'_r$ value for each predictor category. These $q$ values were then summed for each predictor category, yielding $Q$, which is an estimate of the heterogeneity of the effect sizes within that category. To test its significance, the $Q$ was evaluated using the critical value of $\chi^2$ with $(k - 1)$ degrees of freedom. A significant $Q$ statistic indicates that there is more variability than would be expected by chance. In such cases, outlying effect sizes were inspected and only eliminated if there was a logical reason for exclusion (e.g., a coding error or a unique study characteristic, such as a restrictive sample).

**FAIL-SAFE ESTIMATION**

A fail-safe estimate was employed to provide an index of how many additional effect sizes would be required to alter an obtained effect size estimate. An index of the number of effect sizes ($Z' = .00$) needed for a given risk measure of greater accuracy in the prediction of misconduct or recidivism to approach an effect size equal to one of lesser accuracy was calculated using the following formula: $[(k_B(Z^+_B - Z^+_A))]/(Z^+_A - Z^+_B = 0)$, where $Z^+_B = 0$ indicates a null effect for the more accurate risk measure (see Gendreau et al., 2002). As applied to this meta-analysis, assume that the mean effect size was .30 ($k = 50$) for Measure A and .35 ($k = 40$) for Measure B. Using the above formula, an estimate of seven B predictions with a $Z' = 0$ would be necessary to negate Measure B’s supremacy over A. That is, seven additional Measure B effect sizes, each with a magnitude of $Z' = .00$, would have to be located to conclude that the two measures were at predictive parity.

**RESULTS**

**RISK MEASURES: PREDICTIVE VALIDITIES FOR INSTITUTIONAL VIOLENCE**

Throughout the results section we focus on the $Z'$ values, which produced similar results to the $r$ values with the exception of four cases. These exceptions pertained to institutional
violence and related to second-generation tools (see Table 2), static-based instruments (see Table 3), file-extraction methods (see Table 4), and content-relevant instruments (see Table 5). In each of these cases, base rate and sample size adjustments to $r$ resulted in a higher $Z^+$ value and more precise CIs around that value. Table 1 contains the $Z^+$ values and associated 95% CIs for risk measures and institutional violence. Only one measure was represented by more than 10 effect sizes (i.e., the HCR-20); however, preliminary data for some instruments are reported despite a $k \leq 10$ to create consistency with instruments reported for violent recidivism. The HCR-20 and LSI-R had the largest mean weighted effect sizes for predicting institutional violence ($Z^+ = .28$ and .24, respectively) and their CIs were wide and overlapping. The PCL: Screening Version (PCL:SV; $k = 7$) produced the third largest mean effect size ($Z^+ = .22$), whereas the PCL-R and VRAG produced the weakest associations with institutional violence ($Z^+ = .14$ and .15, respectively). However, 95% CIs for each of the above risk measures overlapped considerably, suggesting that they were all sampling from the same population parameter. Furthermore, the width of the CIs (all greater than .10) and the small number of effect sizes foreshadow a lack of precision for each instruments’ effect size estimate. As a result, interpretations based on these estimates should be viewed as tentative until more studies have been conducted with institutional violence as the criterion. Given that a minimum of 10 effect sizes per instrument was set for calculation of fail-safe analyses, these metrics were not calculated for institutional violence.

**RISK MEASURES: PREDICTIVE VALIDITIES FOR VIOLENT RECIDIVISM**

The $Z^+$ values and associated 95% CIs for predicting violent recidivism are displayed in the latter part of Table 1. The largest $Z^+$ value was recorded for the VRAG. There was

---

**TABLE 1: Effect Size Comparisons of Risk Measures for the Prediction of Institutional Violence and Recidivism**

<table>
<thead>
<tr>
<th>Measure</th>
<th>$k$</th>
<th>$N$</th>
<th>$M_1$ (SD)</th>
<th>CI</th>
<th>$Z^+$</th>
<th>CI</th>
<th>$Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Institutional violence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCR-20</td>
<td>11</td>
<td>758</td>
<td>.31 (.14)</td>
<td>.21 to .40</td>
<td>.28</td>
<td>.10 to .24</td>
<td>12.26</td>
</tr>
<tr>
<td>LSI/LSI-R</td>
<td>6</td>
<td>650</td>
<td>.24 (.08)</td>
<td>.16 to .33</td>
<td>.24</td>
<td>.09 to .25</td>
<td>5.91</td>
</tr>
<tr>
<td>PCL/PCL-R</td>
<td>5</td>
<td>626</td>
<td>.15 (.12)</td>
<td>.01 to .30</td>
<td>.14</td>
<td>.00 to .16</td>
<td>2.90</td>
</tr>
<tr>
<td>PCL:SV</td>
<td>7</td>
<td>504</td>
<td>.25 (.10)</td>
<td>.16 to .34</td>
<td>.22</td>
<td>.07 to .25</td>
<td>5.59</td>
</tr>
<tr>
<td>SIR scale</td>
<td>1</td>
<td>215</td>
<td>.08</td>
<td>-.05 to .21</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>VRAG</td>
<td>2</td>
<td>222</td>
<td>.17 (.13)</td>
<td>-.98 to 1.00</td>
<td>.15</td>
<td>-.08 to .18</td>
<td>1.54</td>
</tr>
<tr>
<td><strong>Violent recidivism</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCR-20</td>
<td>11</td>
<td>1395</td>
<td>.25 (.15)</td>
<td>.14 to .35</td>
<td>.22</td>
<td>.17 to .27</td>
<td>6.68</td>
</tr>
<tr>
<td>LSI/LSI-R</td>
<td>19</td>
<td>4361</td>
<td>.25 (.08)</td>
<td>.21 to .28</td>
<td>.28</td>
<td>.25 to .31</td>
<td>57.15*</td>
</tr>
<tr>
<td>PCL/PCL-R</td>
<td>24</td>
<td>4757</td>
<td>.24 (.10)</td>
<td>.19 to .28</td>
<td>.27</td>
<td>.24 to .30</td>
<td>48.04*</td>
</tr>
<tr>
<td>SIR Scale</td>
<td>17</td>
<td>5618</td>
<td>.24 (.13)</td>
<td>.18 to .31</td>
<td>.22</td>
<td>.19 to .25</td>
<td>32.54*</td>
</tr>
<tr>
<td>VRAG</td>
<td>14</td>
<td>2082</td>
<td>.27 (.13)</td>
<td>.20 to .35</td>
<td>.32</td>
<td>.28 to .36</td>
<td>47.06*</td>
</tr>
</tbody>
</table>

**Note.** $k =$ effect sizes per risk measure; $N =$ offenders per risk measure; $CI =$ confidence interval; $Z^+ =$ $r$ value weighted by sample size; $CI_{Z^+}$ = 95% confidence interval about $Z^+$; HCR-20 = Historical, Clinical, and Risk Management Violence Risk Assessment Scheme; LSI = Level of Supervision Inventory; PCL = Psychopathy Checklist; PCL:SV = Psychopathy Checklist: Screening Version; SIR = Statistical Information on Recidivism; VRAG = Violence Risk Assessment Guide.

a. Although the total number of effect size estimates for risk measures with institutional violence was 76, there was only one category with $k > 10$. The other measures reported above are included to facilitate tentative comparisons of the predictive validity for those measures with misconduct and recidivism outcomes.

b. Although the total number of effect size estimates for risk measures with recidivism was 185, only those measures with more than 10 predictive validities were included in Table 1.

c. Only one effect size was available for the SIR scale ($r = .08$). Therefore, $Z^+$ was not calculated for this instrument. *$p < .05$, indicates that the level of variability is greater than would be expected by chance.
overlap between this measure and the LSI-R and PCL-R, but its CI did not overlap with the HCR-20 or SIR scale. Based on the widths of the $Z^*$ CIs shown in Table 1, the LSI-R, PCL-R, and SIR scale each generated slightly more precise point estimates than the HCR-20 and VRAG. Fail-safe analyses indicated that only six additional null VRAG effect sizes would be needed to reduce its predictive ability to that of the HCR-20 or SIR scale. Only another two null VRAG effect sizes would be needed for the VRAG to perform at par with the LSI-R or PCL-R.

In terms of notable measures for violent recidivism with $\leq 10$ effect sizes (not in Table 1), the LS/CMI ($k = 3, N = 841$) yielded relatively strong predictive validity ($Z^* = .47, CI_{Z^*} = .40$ to .54), followed closely by the SAQ ($k = 8, N = 1094, Z^* = .37, CI_{Z^*} = .31$ to .43). The CIs for these two measures only slightly overlapped and may be estimating distinct population parameters. Note, however, that any conclusions about these two measures must be made

### Table 2: Comparison of Risk Assessment Generations for the Prediction of Institutional Violence and Recidivism

<table>
<thead>
<tr>
<th>Measure</th>
<th>$k$</th>
<th>$N$</th>
<th>$M_i$ (SD)</th>
<th>CI$_i$</th>
<th>$Z^*$</th>
<th>CI$_{Z^*}$</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second generation</td>
<td>48</td>
<td>229397</td>
<td>.23 (.15)</td>
<td>.19 to .27</td>
<td>.34</td>
<td>.33 to .35</td>
<td>410.12*</td>
</tr>
<tr>
<td>Third generation</td>
<td>27</td>
<td>3349</td>
<td>.21 (.12)</td>
<td>.17 to .25</td>
<td>.20</td>
<td>.17 to .23</td>
<td>26.94*</td>
</tr>
<tr>
<td>Violent recidivism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second generation</td>
<td>92</td>
<td>19874</td>
<td>.20 (.14)</td>
<td>.17 to .23</td>
<td>.18</td>
<td>.17 to .19</td>
<td>328.13*</td>
</tr>
<tr>
<td>Third generation</td>
<td>81</td>
<td>15233</td>
<td>.22 (.12)</td>
<td>.19 to .25</td>
<td>.23</td>
<td>.21 to .25</td>
<td>247.38*</td>
</tr>
</tbody>
</table>

Note. $k = $ effect sizes per risk measure; $N = $ offenders per risk measure; CI = confidence interval; $Z^* = r'$ value weighted by sample size; CI$_{Z^*} = 95\%$ confidence interval about $Z^*$.

a. Only 75 of 76 institutional violence effect sizes are represented. One effect size, produced by a fourth-generation measure, was not included in the table.

b. Only 173 of 185 recidivism effect sizes are represented. Seven effect sizes produced by a first-generation measure and 5 effect sizes produced by a fourth-generation measure were not included in the table.

*p < .05, indicates that the level of variability is greater than would be expected by chance.

### Table 3: Comparison of Static and Dynamic-Based Instruments for Institutional Violence and Recidivism

<table>
<thead>
<tr>
<th>Measure</th>
<th>$k$</th>
<th>$N$</th>
<th>$M_i$ (SD)</th>
<th>CI$_i$</th>
<th>$Z^*$</th>
<th>CI$_{Z^*}$</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static</td>
<td>26</td>
<td>226026</td>
<td>.22 (.12)</td>
<td>.17 to .27</td>
<td>.32</td>
<td>.316 to .324</td>
<td>210.48*</td>
</tr>
<tr>
<td>Dynamic</td>
<td>37</td>
<td>5616</td>
<td>.20 (.14)</td>
<td>.15 to .25</td>
<td>.21</td>
<td>.18 to .24</td>
<td>165.50*</td>
</tr>
<tr>
<td>Combination$^c$</td>
<td>12</td>
<td>1029</td>
<td>.27 (.14)</td>
<td>.18 to .36</td>
<td>.23</td>
<td>.17 to .29</td>
<td>14.36</td>
</tr>
<tr>
<td>Violent recidivism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Static</td>
<td>64</td>
<td>13409</td>
<td>.22 (.13)</td>
<td>.19 to .26</td>
<td>.22</td>
<td>.20 to .24</td>
<td>152.17*</td>
</tr>
<tr>
<td>Dynamic</td>
<td>96</td>
<td>21913</td>
<td>.22 (.13)</td>
<td>.19 to .24</td>
<td>.25</td>
<td>.24 to .26</td>
<td>512.45*</td>
</tr>
<tr>
<td>Combination$^c$</td>
<td>13</td>
<td>1697</td>
<td>.23 (.15)</td>
<td>.14 to .32</td>
<td>.20</td>
<td>.15 to .25</td>
<td>28.53*</td>
</tr>
</tbody>
</table>

Note. $k = $ effect sizes per risk measure; $N = $ offenders per risk measure; CI = confidence interval; $Z^* = r'$ value weighted by sample size; CI$_{Z^*} = 95\%$ confidence interval about $Z^*$.

a. Only 75 of the 76 institutional violence outcomes are represented because the nature of predictors could not be determined for 1 effect size.

b. Only 173 of 185 recidivism effect sizes are represented because the nature of predictors could not be determined for 12 effect sizes.

c. Only measures based on an equivalent number of static and dynamic risk factors were included in this coded category. Thus, this coded category does not reflect a statistical combination of the primarily static and primarily dynamic risk measure categories.

*p < .05, indicates that the level of variability is greater than would be expected by chance.
in light of the few effect sizes available on their predictive validity, especially for the LS/CMI. Other notable measures were the Psychopathy Checklist: Screening Version (PCL:SV) \( (k = 5, N = 641, Z^+ = .20, CI_{Z+} = .12 \text{ to } .28) \), the Salient Factor Score (SFS; \( k = 5, N = 989, Z^+ = .15, CI_{Z+} = .09 \text{ to } .21 \)), and measures comprised solely of criminal history variables \( (k = 9, N = 2230, Z^+ = .23, CI_{Z+} = .19 \text{ to } .27) \). The MMPI (using the Megargee Typology and the Prison Adjustment Scale) did not predict violent recidivism \( (k = 3, Z^+ = .00) \).

COMPARISON OF EFFECT SIZES BY GENERATION OF RISK INSTRUMENT

Table 2 displays the mean effect sizes across generations of risk measures.\(^2\) First- and fourth-generation measures were excluded from the table because each had \( \leq 10 \) effect sizes, but tentative data on these methods are described below. As shown in Table 2,

<table>
<thead>
<tr>
<th>Measure</th>
<th>k</th>
<th>N</th>
<th>M_1 (SD)</th>
<th>CI</th>
<th>Z+</th>
<th>CI_{Z+}</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>File review</td>
<td>32</td>
<td>223071</td>
<td>.23 (.14)</td>
<td>.19 to .29</td>
<td>.34</td>
<td>.336 to .344</td>
<td>209.14*</td>
</tr>
<tr>
<td>Interview only</td>
<td>6</td>
<td>635</td>
<td>.17 (.09)</td>
<td>.08 to .27</td>
<td>.14</td>
<td>.06 to .22</td>
<td>2.52</td>
</tr>
<tr>
<td>Self-report</td>
<td>13</td>
<td>2505</td>
<td>.18 (.11)</td>
<td>.11 to .25</td>
<td>.16</td>
<td>.12 to .20</td>
<td>21.63*</td>
</tr>
<tr>
<td>File/interview</td>
<td>13</td>
<td>1352</td>
<td>.26 (.14)</td>
<td>.18 to .35</td>
<td>.22</td>
<td>.17 to .27</td>
<td>20.18</td>
</tr>
</tbody>
</table>

| Violent recidivism | | | | | | | |
| File review | 97 | 24648 | .24 (.13) | .21 to .26 | .26 | .25 to .27 | 591.04* |
| Interview only | 21 | 2921 | .14 (.11) | .09 to .19 | .11 | .07 to .15 | 24.58 |
| Self-report | 29 | 5029 | .16 (.13) | .11 to .21 | .12 | .09 to .15 | 53.31* |
| File/interview | 27 | 5741 | .26 (.09) | .22 to .29 | .30 | .27 to .33 | 100.13* |

Note. \( k = \) effect sizes per risk measure; \( N = \) offenders per risk measure; \( CI = \) confidence interval; \( Z^+ = \) \( r^* \) value weighted by sample size; \( CI_{Z+} = 95\% \) confidence interval about \( Z^+ \).

a. Only 64 of the 76 institutional violence outcomes are represented because the administration method could not be determined for 12 effect sizes.

b. Only 174 of 185 recidivism effect sizes are represented because the administration method could not be determined for 11 effect sizes.

c. Only measures scored from information gathered by means of using an interview with the offender and a file review are included in this category. It does not reflect the statistical combination of the interview-only and file-only effect size categories.

*\( p < .05 \), indicates that the level of variability is greater than would be expected by chance.

<table>
<thead>
<tr>
<th>Measure</th>
<th>k</th>
<th>N</th>
<th>M_1 (SD)</th>
<th>CI</th>
<th>Z+</th>
<th>CI_{Z+}</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Institutional violence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevant</td>
<td>63</td>
<td>214444</td>
<td>.22 (.12)</td>
<td>.19 to .25</td>
<td>.35</td>
<td>.346 to .354</td>
<td>286.10*</td>
</tr>
<tr>
<td>Less relevant</td>
<td>13</td>
<td>18346</td>
<td>.21 (.20)</td>
<td>.09 to .33</td>
<td>.27</td>
<td>.26 to .28</td>
<td>144.25*</td>
</tr>
</tbody>
</table>

| Violent recidivism | | | | | | | |
| Relevant | 153 | 33031 | .23 (.13) | .21 to .25 | .26 | .25 to .27 | 647.86* |
| Less relevant | 25 | 5835 | .09 (.12) | .05 to .14 | .07 | .04 to .10 | 56.93* |

Note. \( k = \) effect sizes per risk measure; \( N = \) offenders per risk measure; \( CI = \) confidence interval; \( Z^+ = \) \( r^* \) value weighted by sample size; \( CI_{Z+} = 95\% \) confidence interval about \( Z^+ \).

a. Only 178 of 185 recidivism effect sizes are represented because the relevance of the measures could not be determined for 7 effect sizes.

*\( p < .05 \), indicates that the level of variability is greater than would be expected by chance.
second-generation instruments outperformed those of the third generation as predictors of institutional violence. This was because of the substantial weight given to three particularly large second-generation studies with \( ns > 10,000 \) offenders. Fail-safe calculations estimated that another 34 second-generation effect sizes of zero would be required before its mean effect would lower and become equivalent to third-generation measures in the prediction of institutional violence. The benefit of second- versus third-generation instruments was reversed when the outcome was violent recidivism. Third-generation measures had a slight advantage over those of the second generation, with no overlap of their CIs. According to the fail-safe index, another 23 null effect sizes for third-generation measures would be needed to reduce this category’s mean effect to that of the second-generation instruments for the outcome of violent recidivism. For the generations not referenced in Table 2, first-generation methods produced a \( Z^* \) of .18 (\( k = 7, N = 1461, CI_{Z^*} = .13 \text{ to } .23 \)) for violent recidivism. Of all the generations, fourth-generation measures (\( k = 5, N = 3759 \)) resulted in the largest predictive estimate (\( Z^* = .52, CI_{Z^*} = .49 \text{ to } .55 \)) for violent recidivism and shared no overlap with first-, second-, and third-generation effect size estimates.

COMPARISONS BASED ON THE CONTENT OF THE INSTRUMENT: STATIC VERSUS DYNAMIC

Table 3 summarizes the predictive validity for instruments containing primarily static or dynamic risk items and those with an equal combination of static and potentially dynamic items.\(^3\) For institutional violence, static instruments had a significantly larger mean effect (\( Z^* = .32 \)) than did dynamic (\( Z^* = .21 \)) and combined (\( Z^* = .23 \)) instruments. According to the fail-safe index, an additional 14 static effect sizes of zero would be needed to reduce its predictive magnitude to the level of dynamic instruments. Further, 10 additional nil effect sizes would be necessary to reduce the predictive estimate of static instruments to that of the combination instruments. In terms of violent recidivism, it was the dynamic instruments that had a slight advantage over static instruments as evidenced by very little CI overlap between these factors (i.e., \( p < .05 \)). The mean effect for dynamic instruments was marginally larger than that for combination instruments, with very slight overlap of the two CIs as well. Fail-safe calculations indicated that another 13 dynamic effect sizes of zero would be needed to reduce this category’s predictive validity to that of static measures. An additional 24 nil effect sizes would be required to lower the predictive power of dynamic measures to that of the combination measures.

COMPARISONS BASED ON MEASURE ADMINISTRATION METHOD

Comparisons of mean predictive validities between different administration methods are presented in Table 4. Beginning with institutional violence, the largest \( Z^* \) value (.34) was attributed to the file review only. The CI associated with this effect shared no overlap with self-report, interview-only, or file-and-interview methods. Fail-safe calculation revealed that an additional 36 null file extraction effect sizes would be needed to reduce its mean effect to that of the self-report category; a further 17 effect sizes of zero would be needed for parity with the file-and-interview method; and 46 nil effect sizes for equality with the interview-only method. With regard to violent recidivism, the second part of Table 4 shows that the file-and-interview method had the largest predictive validity (\( Z^* = .30 \)). The CI for this category only touched that of file extraction methods, and shared no overlap with the other two methods. To reduce the predictive accuracy of file-plus-interview to that of file
review only, interview only, or self-report methods, an additional 4, 47, and 41 nil file review, respectively, would be needed.

COMPARISONS BASED ON INSTRUMENT RELEVANCE TO CORRECTIONS

The final comparison of interest was the relevance of an instrument to corrections. Each effect size was coded as to whether the measure was derived from a criminological theory and/or whether it was created specifically for use as a risk instrument. For instance, a measure like the LSI-R was coded as relevant to corrections because it was both derived from theories of criminality and created for use as a risk instrument. The VRAG also was coded as relevant because, although not created from theory, it was specifically created for risk evaluation. Less relevant instruments were those assessing constructs found to be unrelated or weakly related to correctional outcomes (e.g., literacy, self-esteem). Table 5 lists results for relevant versus less relevant instruments. Relevant instruments were better predictors of both institutional violence and recidivism, with no overlap in CIs with less relevant instruments. Fail-safe analyses indicate that, for institutional violence, an additional 19 effect sizes of zero would be needed to reduce their predictive validity of relevant measures to that found for less relevant measures. For violent recidivism, as many as 415 new null effects for the relevant instrument category would be needed to equate its validity to that found for less relevant measures.

DISCUSSION

Although professionals are presented with a range of tools for use in risk assessment, a challenge arises when trying to decide which of these instruments is most suitable. To assist with the decision-making process, the current meta-analysis synthesized research focusing on the predictive validities of various instruments used to assess violence risk. From a pool of 88 studies, a total of 185 effect sizes were produced for violent recidivism and 76 were obtained for institutional violence. Collapsed across instruments, their moderate ability to predict risk outcomes was consistent with estimates reported in other risk prediction meta-analyses (e.g., Gendreau et al., 1997; Gendreau et al., 1996; Schwalbe, 2007; Walters, 2006). Although most of the common risk instruments analyzed produced relatively equivalent predictive estimates, variations related to specific instruments are discussed below.

The following discussion should be considered with a mind to the limitations of the current meta-analysis. The first set of limitations related to serious deficits in the primary studies that prohibited the coding of important variables as potential moderators (e.g., 68% of effect sizes were based on studies in which there was insufficient information to code or define the violence history within a particular sample). In addition, none of the institutional violence studies provided details about their sample’s pre-existing level of institutional violence. Omission of violence history data precluded an examination of this variable as a moderator of effect size. Furthermore, information was lacking for 56% of effect sizes about the nature of the sample’s index offenses (violent vs. nonviolent), which prevented examination of the moderating effects of index offense severity on predictive validity. It was also noted that 21 effect sizes were derived from studies that did not report the gender
composition of their samples. When gender was noted, it was clear that most of the effect sizes were generated from male samples. Thus, generalization of the results to female offenders, and other poorly represented offender subgroups (e.g., native offenders), is limited. One final methodological issue was that over 88% of effect sizes were generated from samples defined as low or moderate risk to reoffend. Thus, it is difficult to generalize the current findings to high-risk samples with any degree of certainty until additional data with this population has been accrued.

PREDICTION OF VIOLENT RECIDIVISM

Instruments comprised primarily of dynamic risk items generated the strongest effect size for violent recidivism \((Z^* = .25)\). The CI for this category shared minimal overlap with the CI for instruments derived primarily of static-based risk items \((Z^* = .22)\). When considered with the fail-safe index, this finding suggests a small advantage for potentially dynamic over static risk instruments when it comes to predicting violent reoffending and replicates Gendreau et al. (1996). However, it is interesting to note the performance of the primarily static VRAG, which produced an effect size equivalent to that generated by dynamic risk measures. In addition, third-generation instruments produced a better estimate of violent recidivism risk than did second-generation measures. This finding is consistent with Schwalbe (2007), whose meta-analysis of adolescent risk measures also found a slight predictive advantage for third-generation measures over those of the second generation. While noting the limitations associated with only five effect sizes for fourth-generation measures, this category produced the strongest predictive estimate of the different generations \((Z^* = .52)\). Thus, further evaluation of this newer generation of risk measures is crucial.

In examining the mean effect size magnitudes for individual instruments with \(\geq 10\) effect sizes, it was clear that each predicted violent recidivism with at least a moderate degree of success. The mean effect sizes ranged from .22 for the HCR-20 and SIR scales to .32 for the VRAG. The LSI-R, PCL-R, and SIR scales provided the most precise point estimates (i.e., the narrowest CIs), but no one measure stood out as the most effective for predicting violent recidivism. The VRAG performed well, but its CI overlapped with those of the LSI-R and the PCL-R. According to fail-safe indexes, only two null VRAG effect sizes would be required to reduce its mean effect to that of the LSI-R and PCL-R. Thus, they are all likely sampling the same population parameter. Our analysis also found that the LSI-R was equivalent in its predictive validity to that of the PCL-R, and to a lesser degree with the HCR-20 and SIR scale. The current meta-analysis updated Gendreau et al. (2002), who had originally found a slight advantage of the LSI-R over the PCL-R in predicting violent recidivism. With the inclusion of additional effect sizes published since Gendreau et al., these results suggest that the PCL-R and LSI-R are actually more comparable than not as predictors of violent reoffending.

In summary, most of the measures reported in Table 1 appear to be similar in their predictive power. The one exception was that the VRAG had a predictive advantage over both the HCR-20 and the SIR scale. Collectively, these data suggest that the variation across primary studies in the predictive validity estimates of most risk instruments is a reflection of sampling error (Hunter & Schmidt, 2004). Only more primary studies will offer a definite conclusion on this matter. At present, our results are congruent with findings that suggest that many of the commonly used risk instruments are moderately to highly
intercorrelated (e.g., Dahle, 2006; Glover et al., 2002). The similarity between instruments was further reflected in Kroner, Mills, and Reddon (2005), who randomly generated four hybrid risk measures based on the item content of the PCL-R, LSI-R, VRAG, and GSIR. When they tested each of these measures on their ability to predict general recidivism, the hybrid instruments performed as well as each of their respective parent instruments. Thus, there is a significant degree of overlap between the common risk measures.

**PREDICTION OF INSTITUTIONAL VIOLENCE**

Unlike the prediction of violent recidivism, there was much more variability within the individual risk instruments in their ability to predict institutional violence. An aggregate category of criminal history indexes ($Z^+=.26$) produced the most precise mean effect size, as noted by its very narrow CI. This was a catch-all category of measures related to past criminality, which makes its value difficult to interpret. In terms of standardized risk measures, the HCR-20 had the greatest number of effect sizes and produced the largest mean effect size for institutional violence ($Z^+ = .28$). Despite its strong performance, the HCR-20 has challenges related to its use in that the current data were derived from the numerical risk score of the HCR-20 and not the structured clinical prediction judgments advocated for use in its clinical application by the test developers (Webster et al., 1997). In addition, data for the HCR-20 were primarily generated from forensic psychiatric samples; this limits its generalizability to institutional violence in nonpsychiatric correctional facilities. In terms of other measures, the PCL:SV ($Z^+ = .22$) and LSI-R ($Z^+ = .24$) were moderately predictive of institutional violence, while the VRAG ($k=2$) and PCL-R ($k=5$) each recorded small associations with this outcome ($Z^+ = .15$ and .14, respectively). A few primary VRAG studies predicting institutional violence have come to light since the completion of our analysis (e.g., McDermott, Edens, Quanbeck, Busse, & Scott, 2008; Nadeau, Nadeau, Smiley, & McHattie, 1999). The inclusion of these data in future meta-analyses may clarify the role of the VRAG in predicting this outcome. Consistent with the current results regarding the PCL-R, Guy, Edens, Anthony, and Douglas (2005) found that the PCL-R produced a mean weighted effect size of .17 for physical aggression in the institution. Guy et al.’s analysis suggested that the PCL-R was better used as a predictor of verbal aggression than physical aggression within institutional settings. Thus, caution is warranted in the choice of instrument to predict risk within an institutional setting until data has been sufficiently compiled (i.e., at least 10 effect sizes per instrument).

In contrast to our violent recidivism data, second-generation instruments had an advantage over third-generation measures ($Z^+ = .34$ vs. .20, respectively) in predicting institutional violence. More specifically, instruments based on criminal history and other static variables were more informative than other types of measures when estimating the risk of institutional violence. It is possible that static factors were more valuable as risk items when assessing institutional violence because of the short-term follow-up duration of these assessments. Most of these effect sizes were based on studies with follow-up periods of less than 1 year. Arguably, the effect of dynamic factors on behavior may have had little time to emerge over such short periods. The inclusion of dynamic risk factors may be more relevant to longer-term predictions of institutional violence (as was the case for recidivism, which had longer follow-up periods).

Despite justifiable concern about the accuracy of predicting future violence, and the ongoing debate as to which measure is best to achieve this goal, there are still remarkably
few studies available to address these issues (i.e., the largest number was obtained for the PCL-R at \( k = 24 \)). We caution that there is likely little value in the generation of new risk measures at this point. The last thing the risk assessment field needs is to imitate the wasted efforts found in the psychiatric rehospitalization prediction literature, in which 419 scales have been produced with only 3 reporting more than 10 predictive validity estimates (Smith, Gendreau, & Goggin, 2007). Instead, research should focus on further validation of existing risk measures within different forensic contexts and offender subgroups. Such information will likely better showcase an individual measure’s strengths and weaknesses. Additional data will also provide much more precise estimates (i.e., width of \( CI \))s of these point estimates.

**CONTENT RELEVANCE AND ADMINISTRATION METHOD**

Similar to Walters’s (2006) meta-analysis, measures with content relevant to criminal behavior and risk constructs yielded more accurate predictive validities for violent recidivism than instruments containing unrelated and/or less relevant content (e.g., anxiety). Although less relevant instruments performed substantially better in predicting cases of institutional violence, content-relevant instruments were still superior for this outcome as well. A notable finding within this data set was the little attention received by the MMPI-2 as a predictor of future violence in recent prospective research. This is of concern because the MMPI has been one of the most commonly used assessment instruments by psychologists working in correctional settings in the United States (Boothby & Clements, 2000). Only one study reported on the predictive validity of the MMPI (Megargee Typology) as an index of future violence (L. L. Motiuk, 1991). This study found that it was a poor predictor of violent recidivism and only performed slightly better as a predictor of institutional violence. Thus, assessors must be cautious when using this instrument to inform decisions about violence risk in light of the lack of recent data. Its use should be directed more to understanding potential personality dynamics and mental health problems that may be relevant to responsivity concerns.

These data support the inclusion of self-report measures in the assessment of violence risk but not as the sole means of prediction. Specifically, the mean effect size for the general category of self-report measures was small for both violent recidivism and institutional violence (\( Z^* = .12 \) and \( .16 \), respectively). The file review only and file-and-interview approaches to assessment produced the largest predictive validities for both outcomes. Given that we did not separate relevant and less relevant self-report measures, it is possible that the less relevant self-report measures in this category detracted from its overall mean effect size. This possibility is supported by Walters (2006). Of the self-report measures that are content relevant in nature, the SAQ stands out. The mean SAQ effect size for violent recidivism in the current data was very promising (\( Z^* = .37 \)). The SAQ’s prediction of institutional violence was based on only one effect size (Loza & Loza-Fanous, 2002) but might have some utility in that domain as well. The advantage of the SAQ is that it yields valuable information about risk-need factors that have been empirically associated with risk outcomes (see Bonta, Law, & Hanson, 1998; Gendreau et al., 1996), including antisocial attitudes, characteristics of antisocial personality disorder, early behavior problems, past criminal behavior, substance abuse, and antisocial associates. This instrument also contains a validity index and an anger subscale (Loza & Loza-Fanous, 2003). Nevertheless,
the SAQ and other content-relevant self-report measures (e.g., PICTS) require additional study to document their ability to predict future violence and require testing within different subgroups of offender populations. Only one prospective study has tested the validity of the SAQ with female offenders from different ethnic groups (Loza, Neo, Shahinfar, & Loza-Fanous, 2005).

**CONCLUSION**

A practical issue for professionals involved in risk prediction and treatment is the selection of the best instruments for their work with offenders (Bonta, 2002). Although this analysis found little difference among the predictive validities of actuarial and structured instruments for violent reoffending, this does not mean that they would be equally informative for case planning when the goal is risk reduction. The interested reader should refer to Bonta (2002) and Quinsey, Harris, Rice, and Cormier (1998) for useful professional practice parameters relevant to the selection of instruments for the purposes of violence risk assessment and reduction. These parameters stress the importance of considering the context and objective of the specific risk assessment as well as the content and structure of a particular risk instrument that is being considered for use. These parameters should be applied within the structure of the risk-need-responsivity principles (see Andrews & Bonta, 2006) for effective case management and risk reduction. Adherence to the risk-need-responsivity principles contributes to greater risk reduction than when these principles are ignored or minimally adopted (e.g., Dowden & Andrews, 2000; French & Gendreau, 2006; Gendreau et al., 2006).

In addition to ongoing prospective validation of existing risk measures, an area for future research is the identification of factors predictive of the nature and context of an offender’s violent behavior. Such research aims to identify acute and/or transitory risk factors relevant to determining the imminence of violence or assist with judgments about the likely occurrence of various forms of aggressive behavior (e.g., reactive vs. instrumental or proactive; see Quinsey et al., 1998). The detailed aspects of violence risk and the conditions under which violence is most likely to occur are arguably more useful to case managers than a vague statement about the general estimate of violence risk. Research in this area is important given that assessors have difficulty accurately predicting the likelihood of various dimensions of violent behavior (e.g., severity of aggression, likely imminence of the violent event, weapon use; Douglas, Ogloff, & Hart, 2003).

Examination of incremental validity research may also assist professionals in the selection of the most appropriate measures for the assessment of violence risk. As a case in point, Edens, Skeem, and Douglas (2006) found that the PCL:SV had incremental validity over a modified version of the VRAG (with the PCL and two other items removed) in the prediction of violence in discharged civil psychiatric patients. The VRAG continued to predict violence but it did so more modestly than the PCL:SV itself. Edens et al. concluded that the personality traits assessed by the PCL:SV may be more useful than the VRAG for the assessment of violence risk in nonoffenders. Walters, Knight, Grann, and Dahle (2008) also reported on incremental validity variations within the four facet scales of the PCL-R and PCL:SV. Thus, the combined interpretation of data from both incremental validity studies and meta-analytic research provides useful information about the comparative contributions between measures and within various components of a single measure.
Another issue for future research is attention to the composition of the comparison group for violent recidivists in prediction studies. The majority of coded studies (97%) defined their outcome criterion for nonrecidivism in such a way that this group likely included recidivists of other types of crimes (e.g., nonviolent recidivists). As a result, little predictive data were available using a pure outcome criterion of no recidivism at all. This problem is compounded by the practice of plea bargaining and police discretion at the early stages of legal involvement, which may result in some violent offenses being reduced to nonviolent charges. These offenders would then be incorrectly classified as nonviolent recidivists if the coding of recidivism categories was based solely on the type of charge. Examination of offense descriptions may help minimize this classification difficulty. Effect size estimates for risk instruments may be larger when distinguishing between participants with no recidivism at all and violent recidivists. Future violence prediction studies should attempt to operationalize the outcome criteria in a way that reflects a pure violent–nonviolent recidivist dichotomy to determine whether there is an effect on predictive validity estimates.

A final issue relates to the practice of interpreting confidence intervals within meta-analyses. Examination of confidence intervals is one means by which researchers can determine the degree to which an effect size estimate represents population parameters. There are no consistent decision rules about the appropriate width of a CI required to create a precise estimate of the population parameters (Smithson, 2003). In response to the lack of decision rules, Snook, Eastwood, Gendreau, Goggin, and Cullen (2007) argued in a related criminal justice field that correlation coefficients effect sizes with CI widths of >.10 are imprecise estimates. The number of effect sizes required to achieve this criterion will depend on many factors (e.g., variables of interest, study quality, representativeness of the data) but the objective is to collect as much data as is necessary to efficiently narrow the confidence interval around a point estimate. Some variability is to be expected, but wide CIs (.10; see Gendreau & Smith, 2007) only point to the need for additional research and offer little insight into the true state of population parameters.

NOTES

1. Base rate adjustments were required because correlations based on the binomial effect size display assume a 50% base rate (i.e., that half of the population would reoffend violently and half would not; Randolph & Edmondson, 2005). Given that the real-world base rate of violence is lower than 50%, effect size correlations need to be adjusted to account for this lower base rate (see Thompson & Schumacker, 1997).

2. Page constraints limit a detailed reporting of each measure included in the generation categories, but more information can be obtained from the first author.

3. Common examples of indexes coded as containing primarily static risk items included the Statistical Information on Recidivism scale; Violence Risk Assessment Guide; Historical, Clinical, and Risk Management Violence Risk Assessment Scheme, historical scale only; Salient Factor Score; Custody Rating Scale: Institutional Adjustment/Security Risk; Risk Assessment for Prison Scale; history of conduct disorder; and miscellaneous criminal history variables. Common examples of measures coded as containing primarily dynamic risk factors included the Level of Supervision Inventory (LSI)/LSI–Revised/LSI: Screening Version, Violence Risk Scale, Self-Appraisal Questionnaire, and the Psychopathy Checklist (PCL)/PCL–Revised/PCL: Screening Version.

4. Examples of measures coded as content relevant (see Andrews and Bonta, 2006, and Walters, 2006, for elaboration) included such instruments as the Psychopathy Checklist–Revised; Level of Supervision Inventory–Revised; Historical, Clinical, and Risk Management Violence Risk Assessment Scheme; Criminal Sentiments Scale–Modified; Self-Appraisal Questionnaire; Criminal Insensitivity and Irresponsibility Scale; Lifestyle Criminality Screening Form; Measures of Criminal Attitudes and Associates; Diagnostic and Statistical Manual of Mental Disorders–related measures of conduct problems and antisocial personality disorder; Violent Beliefs Inventory; Wisconsin Assessment of Client Risk Scale; and the Offender Group Reconviction Scale. Measures coded as “less relevant” include the Coping Situations Scale, Minnesota Multiphasic Personality Inventory–2, Positive Affect/Negative Affect Scale, Psychological Referral Screening Form, and the Perceived Stress Index.
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